**CS 325 Fall 17**

**HW 1 – 30 points**

1. (3 pts) Describe a Θ (*n* lg*n*) time algorithm that, given a set S of *n* integers and another integer x, determines whether or not there exist two elements in S whose sum is exactly x. Explain why the running time is Θ (*n* lg*n*).

We can use MergeSort to sort the array. MergeSort recursively splits the array into upper 0…n/2 and lower n/2+1…n halves. On each call to MergeSort the two halves are merged, comparing the left-most values and inserting them into an array in proper order. MergeSort is

Θ (*n* lg*n*).

We can search a sorted array for a specific value using BinarySearch. A BinarySearch starts in the middle of the array at array[n/2], checks if the search term exists in that index, and if not, it checks if the search term is larger or smaller than the value in the current index. If the value is larger, it continues by calling BinarySearch on the left side of the array from the current index. This continues until the search term is found, or there are no more indexes left to search. In order to find whether two elements exist whose sum is x, we can cycle through each index of the array, subtract x from the value in that index, and BinarySearch the array for the result.

BinarySearch is O(lg(n)). In the worst case, we are running BinarySearch n times when we cycle through each item of the array. This results in O(n lgn) time. We then add the time that MergeSort takes to the time that BinarySearch takes: (n lgn) + (n lgn) = 2(n lgn). Dropping the constant and accounting for the fact that MergeSort will always take *n* lg*n* time no matter the input (different from BinarySearch), we get a final result of Θ (*n* lg*n*).

1. (3 pts) For each of the following pairs of functions, either f(n) is O(g(n)), f(n) is Ω(g(n)), or f(n) = Θ(g(n)). Determine which relationship is correct and explain.
   * 1. f(n) = n0.25; g(n) = n0.5

**f(n) = O(g(n)**

g(n) is growing faster

the limit of f(n)/g(n) as n approaches infinity is 0

* + 1. f(n) = log n2; g(n) = ln n

**f(n) = Θ(g(n))**

log n2 and ln n only differ by constants

* + 1. f(n) = nlog n; g(n) =*n*![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADsAAAAuCAYAAACWPmGbAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAALiMAAC4jAXilP3YAAAMTSURBVGhD5Zq9rk1BFMcPL6DwBmqJRkgQHYVeKKm8gUqr8QAKT+AJbkStkHgADY0ej8D6HfOXlZWZPR/nmMP4Jf87d+/sPTNr1sfMvrm7/4lzqZ3JE9MF033TVW5M4nFqp3HJ9ONEenTefszkWmpPwuwwfm16YPpsesUNx4vULoNC6vn+amHumWTsLW7MZmbO3kztd9O7X7+uyycTXiVvl8ZvOQ+5sTIcJGTsRW6szBsThn7YXy0MnpRX8fDJmFGNr6cW3qd2WV6a8CrV+KTM8Ozd1L5N7bJcMSlfOUEtzVOTjF0ethoMbT01cfggx7+ZeI8ti+jIwfmafvUsLe+eZB/v3XIIc03cK1fY+GqKz0ks8HSDORZqAnhsC/9FlJP/SlJ139L0/VyTqp2aCFN5VJP0x0skY32fusdCKl2koY8NwgEPjXx/yoDah7qe8x8IjOcnz7WKHQZHYmSQ681gJJ1rIl0vG37LqS0URsawi8YqJUoei883eVbV0L8o1fLOowLCYo3gPUUfFKmtwhONxVFF6ITViAP4DnLhU0I51POOx+/PUmkLghjGtWjaG4cIGYzPVcgW7/KMnvd52IM+CaVa3setqErOkOjdzfBIKL9QKexq+DFb+vHVuLe+/MZPHBHetYGVDkxghJh/tVRgPv75FocU6fWuKvjoxh732FoqdOfrFnFwjC/hB94qKFv4QolqdaI7X7cgTOQtqbTaGnhrQWr4sVr6OUq+euJWUJqEQr5WPUv4So6m5qvIeTfmhp8o4TxCLIi1vO/K19Y/y3w1xSPYs9SKO6mFs9T2cju1ovYHusupFR9TK4iMWoHLEkMM+SKkwhIXpQeff6hGPHx4FCWjW+B+pXznyimfO0MracT8ayk20VjCmH5UY0i90V0h613u+dzheoSYfy3FJi6+10GGirgPMqAGHQ4ZI+6XLUUunrakoxgKcQA6PnTLgRiShGMLLIrGZy4sfOu7TcSJSUdZzb+NXPiwqsui0JFUmZcknnZGt5x/Bu/doxaFP8Gh//RF7t4wfTEdcnKawG73E6BfoZVIL5YBAAAAAElFTkSuQmCC)

**f(n) = O(g(n)**

g(n) is growing faster

the limit of f(n)/g(n) as n approaches infinity is 0

* + 1. f(n) = 4n; g(n) = 3n

**f(n) =** Ω **(g(n))**

f(n) is growing faster

the limit of f(n)/g(n) as n approaches infinity is infinity

* + 1. f(n) = 2n; g(n) = 2n+1

**f(n) = Θ(g(n))**

f(n)/g(n) = 1/2

* + 1. f(n) = 2n; g(n) = n!

**f(n) = O(g(n)**

g(n) is growing faster than f(n)

the limit of f(n)/g(n) as n approaches infinity is 0

1. (4 pts) Let f1 and f2 be asymptotically positive non-decreasing functions. Prove or disprove each of the following conjectures. To disprove give a counter example.

* + 1. If *f1*(*n*) *=* O(*g*(*n*)) and *f2*(*n*) *=* O(*g(n*))then *f1*(*n*)*+ f2(n*) = O(*g(n*)).

**Proof:**

**Assume that *f1*(*n*) *=* O(*g*(*n*)) and *f2*(*n*) *=* O(*g(n*)).**

**There are 3 possibilities for f1(n) and f2(n): 1) f­1(n) is growing faster than f2(n). 2) f2(n) is growing faster than f1(n). 3) f1(n) and f2(n) are growing at the same rate.**

**For the first possibility, if f1(n) is growing faster than f2(n), then the highest degree term of f2(n) must be lower than the highest degree term of f1(n). For f1(n) + f2(n), the highest degree term has not changed. Therefore, based on the definition of big O notation, f1(n) + f2(n) must be equal to O(g(n)).**

**Then, of course, the second possibility will have the same result. The only difference being that the highest degree term comes from f2(n) rather than f1(n). Therefore, f1(n) + f2(n) must be equal to O(g(n)).**

**For the third possibility, if f1(n) and f2(n) are growing at the same rate, then they must have terms with the same leading degree. Since we are not concerned with the lower order terms, they can be dropped, and only the highest order terms need to be added together. Based on the rules of mathematics, adding two terms with same degree results in another term with the same degree.**

**Then, as n increases, there must be a point n0 at which f2(n) will never be larger than f1(n).**

* + 1. If *f*(*n*) *=* O(*g1*(*n*)) and *f*(*n*) *=* O(*g2*(*n*))then *g1*(*n*) *=* Θ (*g2*(*n*) )

**Counter example:**

**Suppose that f(n) = n2, g1(n) = n3 and g2(n) = n­2. Then, based on the definition of big O notation, f(n) = O(*g1*(*n*)) and *f*(*n*) *=* O(*g2*(*n*)). Based on the definition of Θ notation, there must exist positive constants c1, c2, and n0 such that 0 ≤ c1g2(n) ≤ g1(n) ≤ c2g2(n) for all n ≥ n0. There is no point n0 at which x2 will be larger than x3 for all n ≥ n0. Therefore, it is not true that “If *f*(*n*) *=* O(*g1*(*n*)) and *f*(*n*) *=* O(*g2*(*n*))then *g1*(*n*) *=* Θ (*g2*(*n*) )”.**

1. (10 pts) **Merge Sort and Insertion Sort Programs**

Implement merge sort and insertion sort to sort an array/vector of integers. You may implement the algorithms in the language of your choice, name one program “mergesort” and the other “insertsort”. Your programs should be able to read inputs from a file called “data.txt” where the first value of each line is the number of integers that need to be sorted, followed by the integers.

Example values for data.txt:

4 19 2 5 11

8 1 2 3 4 5 6 1 2

The output will be written to files called “merge.out” and “insert.out”.

For the above example the output would be:

2 5 11 19

1 1 2 2 3 4 5 6

***Submit a copy of all your code files and a README file that explains how to compile and run your code in a ZIP file to TEACH. We will test execution with an input file named data.txt.***
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1. (10 pts) **Merge Sort vs Insertion Sort Running time analysis**

The goal of this problem is to compare the experimental running times of the two sorting algorithms.

* 1. Now that you have proven that your code runs correctly using the data.txt input file, you can modify the code to collect running time data. Instead of reading arrays from a file to sort, you will now generate arrays of size n containing random integer values from 0 to 10,000 and then time how long it takes to sort the arrays. We will not be executing the code that generates the running time data so it does not have to be submitted to TEACH or even execute on flip. Include a “text” copy of the modified code in the written HW submitted in Canvas.

* 1. Use the system clock to record the running times of each algorithm for n = 1000, 2000, 5000, 10,000, …. You may need to modify the values of n if an algorithm runs too fast or too slow to collect the running time data. If you program in C your algorithm will run faster than if you use python. You will need at least seven values of t (time) greater than 0. If there is variability in the times between runs of the same algorithm you may want to take the average time of several runs for each value of n.
  2. For each algorithm plot the running time data you collected on an individual graph with n on the x-axis and time on the y-axis. You may use Excel, Matlab, R or any other software. Also plot the data from both algorithms together on a combined graph. Which graphs represent the data best?
  3. What type of curve best fits each data set? Again you can use Excel, Matlab, any software or a graphing calculator to calculate a regression equation. Give the equation of the curve that best “fits” the data and draw that curve on the graphs of created in part c).
  4. How do your experimental running times compare to the theoretical running times of the algorithms? Remember, the experimental running times were “average case” since the input arrays contained random integers.

**EXTRA CREDIT:** *It was the best of times, it was the worst of times…*

Generate best case and worst case input for both algorithms and repeat the analysis in parts b) to d) above. Discuss your results and submit your code to TEACH.